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Abstract 

SAP SuccessFactors Learning (SF Learning) is a cornerstone of corporate learning environments, 

offering scalable, customizable solutions to meet the diverse needs of organizations. However, the 

increasing complexity of maintaining multi-tenant systems, especially with extensive customizations, 

has raised concerns regarding performance, scalability, and maintenance overhead. This paper 

explores the potential for optimizing SF Learning's architecture by focusing on the pre-compilation of 

regular expressions (regex), which plays a significant role in performance enhancement within multi-

tenant environments. By leveraging pre-compiled regex, organizations can optimize CPU usage, 

reduce memory consumption, and decrease operational costs while improving scalability. This 

approach ensures more efficient management of large-scale implementations, reduces the reliance on 

custom code, and enhances system reliability. The paper investigates how integrating native SAP 

resources and leveraging regex in a cloud-based architecture can streamline development and 

maintenance processes. Additionally, case studies from organizations that have reaped the benefits of 

such optimizations are presented, providing insights into real-world applications. Finally, the paper 

discusses future trends in SAP SF Learning architecture, with an emphasis on AI, machine learning, 

and deeper integrations with SAP’s other solutions, ensuring a holistic and sustainable approach to 

enterprise learning management. 
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1. Introduction 

1.1 Background 

SAP SuccessFactors Learning (SF Learning) is a cloud-based Learning Management System (LMS) that 

helps organizations manage and deliver training to employees. Its multitenant architecture allows for cost-

efficient scaling but presents challenges in customization, as each tenant requires unique configurations. 

These customizations often lead to complex code, performance issues, and scalability concerns (Fitzgerald 

& Wang, 2017, p. 32). 

Regex plays a crucial role in SF Learning by matching patterns in requests and routing them to appropriate 

workflows. It is used in tasks such as validating input fields, filtering queries, and matching course-specific 

requests. However, regex operations are CPU-intensive, and as the system scales with more tenants and 

requests, these operations become performance bottlenecks (Turner & Clark, 2018, p. 16). 

The traditional approach of compiling regex patterns at runtime increases CPU and memory usage, which 

affects system performance, particularly in large-scale implementations. Pre-compiling regex patterns 
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before runtime can reduce these inefficiencies, improving system responsiveness and scalability. This paper 

explores how pre-compiling regex can optimize performance, reduce resource consumption, and enhance 

the long-term sustainability of SF Learning’s multitenant architecture. 

1.2 Problem Statement 

Supporting multiple tenants in SAP SuccessFactors Learning (SF Learning) creates significant challenges in 

terms of performance, scalability, and maintenance. The reliance on highly customized solutions for each 

tenant leads to code bloat, which negatively impacts system efficiency. As these custom solutions are often 

tailored to the specific needs of individual tenants, they result in complex workflows that require more 

processing power and memory. Over time, this not only degrades system performance but also complicates 

scaling efforts as the number of tenants grows (Nguyen, 2018, p. 112). 

The inherent inefficiencies of dynamically compiling regex patterns during runtime further exacerbate the 

issue. These regex operations are CPU-intensive and consume significant system resources, which, in turn, 

impacts response times and overall performance. As the SF Learning platform serves a diverse set of clients, 

the need for a more efficient and scalable architecture becomes more pressing. 

This paper proposes a solution that rethinks the existing approach by integrating regex pre-compilation. This 

technique aims to reduce the computational load during runtime, optimizing system performance, 

decreasing memory usage, and lowering operational costs. By streamlining the handling of regex patterns 

and minimizing the reliance on custom code, SF Learning can become more efficient, scalable, and easier to 

maintain, even as it supports a growing number of tenants. 

1.3 Objectives and Scope 

The primary objective of this paper is to explore how integrating native SAP resources, specifically regex 

pre-compilation, can significantly enhance the efficiency, scalability, and cost-effectiveness of SAP 

SuccessFactors Learning (SF Learning). The paper will demonstrate how this integration can address the 

performance bottlenecks and inefficiencies typically encountered when relying on custom solutions tailored 

for each tenant. By leveraging pre-compiling regex patterns before runtime, the system can reduce CPU 

usage and memory consumption, leading to faster processing times and improved overall performance 

(Turner & Clark, 2018, p. 16). 

The scope of this paper is broad, encompassing several critical areas of SF Learning’s architecture. First, it 

will examine the challenges posed by traditional customizations, such as code bloat, scalability limitations, 

and integration issues, which hinder system performance and long-term maintainability (Nguyen, 2018, p. 

112). This will provide the necessary context for understanding why a reimagined architectural approach is 

needed. The role of regex in improving system performance will be a central theme, highlighting how regex 

operations can be optimized to alleviate CPU and memory bottlenecks that are prevalent in multitenant 

environments. 

Additionally, the paper will explore how organizations can transition from traditional custom-coded 

solutions to more efficient, integrated approaches using native SAP tools and services. This includes 

adopting standard SAP components, APIs, and modular solutions that reduce the reliance on custom 

development, streamline workflows, and enable better scalability. The proposed solution aims to create a 
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more efficient, sustainable architecture that reduces operational costs while maintaining high levels of 

performance and flexibility. 

1.4 Structure of the Paper 

• Challenges in Regex-Based Operations in SF Learning 

This section discusses the performance and scalability challenges caused by regex operations in SF 

Learning, particularly in multitenant environments. 

• Architectural Redesign with Pre-Compilation and Caching Mechanisms 

It proposes an architectural redesign that integrates regex pre-compilation and caching to optimize 

performance and resource usage. 

• Evaluation of Performance Improvements 

This section presents performance benchmarks before and after implementing regex pre-compilation, 

focusing on key system metrics. 

• Discussion of Results and Implications 

It analyzes the evaluation results and explores their implications for cost efficiency, system 

scalability, and user experience. 

• Conclusions and Recommendations for Future Enhancements 

The final section summarizes the findings and offers recommendations for further optimization and 

future enhancements in SF Learning architecture. 

2. Challenges in Traditional SAP SF Learning Customizations 

Regex operations play a crucial role in SF Learning for request pattern matching and workflow tracking. 

However, the traditional implementation of these operations in multi-tenant environments faces several 

significant challenges: 

• High Computational Cost: Regex evaluations are CPU-intensive and require considerable 

processing power, especially when handling numerous requests concurrently. In a multi-tenant 

environment, where requests from various clients are processed in parallel, this demand on CPU 

resources can significantly slow down system performance (Miller, 2017, p. 92). 

• Scalability Issues: As the number of tenants and users increases in the SF Learning platform, the 

computational burden associated with regex operations becomes more pronounced. The system 

struggles to scale efficiently, and the increased frequency of requests leads to slower response times, 

further degrading user experience and overall system performance (Turner & Clark, 2018, p. 20). 

• Memory Limitations: Storing and managing a large number of user-specific regex patterns in 

memory is inefficient and impractical. Given the volume of data, the system requires advanced 
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strategies for categorizing and optimizing data storage to avoid excessive memory usage and to 

maintain system performance (Miller, 2017, p. 94). 

• Maintenance Complexity: Managing a large and ever-evolving library of regex patterns introduces 

maintenance challenges. As patterns grow in number and complexity, ensuring their accuracy and 

consistency becomes more error-prone, and updating them over time becomes a time-consuming 

task for developers, which may result in slower system enhancements and increased chances of 

operational errors (Turner & Clark, 2018, p. 21). 

3. Architectural Redesign 

3.1 Pre-Compilation of Regex Patterns 

The pre-compilation of regex patterns is a technique aimed at optimizing performance by shifting 

computational overhead from runtime to initialization. In the traditional approach, regex patterns are 

evaluated each time a request is processed, leading to significant CPU usage, especially when handling large 

volumes of requests in multi-tenant environments. By pre-compiling the regex patterns at the start of the 

application lifecycle, these patterns are converted into optimized machine-readable bytecode, which can be 

stored in memory. This pre-compilation process reduces the need for repetitive parsing and matching of the 

same patterns, resulting in faster matching times during runtime (Turner & Clark, 2018, p. 23). Furthermore, 

this method is particularly effective for customer-specific patterns, which tend to be more stable and 

frequently reused across requests. 

3.2 Data Categorization 

To further improve efficiency, the system categorizes data into three distinct segments: global data, 

customer-specific data, and user-specific data. This classification ensures that resources are allocated in the 

most efficient manner: 

• Global Data: This data is shared across all tenants and typically requires minimal regex operations. 

As such, global data is handled with optimized, simpler regex patterns that do not need to be 

repeatedly processed for each individual request. Minimizing regex operations on this data reduces 

computational load significantly. 

• Customer-Specific Data: This category includes regex patterns that are tailored to individual 

customers and are more frequently reused. By pre-compiling and caching these patterns, the system 

ensures that matching operations can be performed with minimal overhead, thus improving overall 

performance. Cached data also avoids redundant computations, making it faster to access and utilize 

the stored patterns (Turner & Clark, 2018, p. 25). 

• User-Specific Data: This data changes dynamically for each user and requires more careful 

management. Given its dynamic nature, it is inefficient to store user-specific patterns in memory, as 

these patterns may vary widely between requests. As a result, user-specific data is not cached in 

memory. Instead, dynamic management techniques are employed to handle these patterns efficiently 

by processing them only when needed, minimizing memory consumption. This approach helps avoid 

memory bloat while still maintaining the system's responsiveness. 

3.3 Caching Mechanisms 
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Caching mechanisms play a pivotal role in optimizing regex pattern matching. For customer-specific regex 

patterns, caching allows the system to store pre-compiled patterns in memory so that they can be quickly 

retrieved and reused whenever necessary. This eliminates the need for re-evaluating patterns with every 

request, thus reducing redundant processing and enhancing overall system performance. Cached regex 

patterns ensure that the application can handle high request volumes with consistent speed and reliability. 

By leveraging in-memory caching, the system avoids the overhead of frequent disk I/O operations, 

contributing to faster data retrieval and improved efficiency (Turner & Clark, 2018, p. 25). 

3.4 Grouping Techniques 

Using groups in regex (regular expressions) can significantly improve performance by optimizing how 

patterns are matched and reducing the complexity of regex operations. Here’s how grouping contributes to 

better performance: 

1. Minimizing Redundant Operations: Groups allow related patterns to be handled together rather 

than individually. For example, if multiple sub-patterns in a regex expression need to be matched 

separately, using groups can streamline the matching process by handling them in one go. This 

reduces the number of operations the engine must perform. 

2. Improved Matching Efficiency: By grouping similar patterns, the regex engine can process them 

more efficiently. When a pattern is matched, the engine can check once for the whole group, rather 

than checking each individual sub-pattern. This leads to fewer comparisons and, thus, faster 

execution. 

3. Simplification of Complex Patterns: Complex regex patterns that would require multiple checks 

across various components can be simplified by grouping. Instead of creating multiple distinct 

patterns for similar checks, one pattern with groups can handle all cases, reducing the processing 

time and memory usage. 

4. Memory Optimization: Grouping allows the system to capture relevant data in specific parts, 

making it easier to reference parts of the pattern without needing to store large amounts of 

information in memory. This reduces the memory overhead for each match operation. 

5. Reduced Backtracking: In some cases, regex grouping can help reduce backtracking, a 

performance bottleneck in regex matching. When a pattern has many optional elements or 

alternations, using groups efficiently helps minimize unnecessary backtracking by clearly defining 

the scope of each part of the match. 

Using groups in regex allows you to structure your patterns more effectively, minimize redundant 

computations, and optimize both memory and CPU usage. By grouping related patterns, you can handle 

them together, reduce backtracking, and improve the overall performance of regex operations, especially in 

complex applicationswhich is especially important in high-load, resource-constrained environments like 

multi-tenant applications (Miller, 2017, p. 99). 

4. Evaluation and Results 

This section presents the evaluation and experimental results of the redesigned architecture, focusing on 

performance improvements and case studies that demonstrate its scalability and efficiency. 

4.1 Performance Metrics 
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CPU Usage: 

The redesigned architecture significantly reduces CPU usage by optimizing regex evaluations. In traditional 

systems, regex operations were performed repeatedly for each incoming request, causing high CPU load, 

especially in multi-tenant environments. By pre-compiling and caching regex patterns, the number of 

evaluations is minimized, leading to a reduction in CPU usage by approximately 40%. This reduction is 

crucial for improving overall system performance and scalability (Turner & Clark, 2018, p. 28). 

Experimental evidence was gathered by monitoring CPU utilization before and after implementing regex 

pre-compilation and caching mechanisms. In tests with varied workloads, the CPU load was consistently 

lower when the new architecture was applied, especially during peak usage hours when the number of 

incoming requests surged. 

Memory Consumption: 

Memory consumption was reduced by approximately 30% through more efficient data categorization and 

the introduction of caching mechanisms. In the original architecture, storing user-specific regex patterns 

dynamically in memory led to significant overhead. In contrast, the new architecture segments data into 

three categories: global data, customer-specific data, and user-specific data (the latter being dynamically 

managed). By pre-compiling and caching customer-specific patterns, the system avoids unnecessary 

memory consumption (Miller, 2017, p. 97). 

Experimental evidence was collected by comparing memory usage over time with both the original and 

redesigned systems. The redesigned system consistently demonstrated lower memory footprints, particularly 

in scenarios involving multiple tenants and high traffic, where previous memory management strategies 

often resulted in inefficient usage. 

Response Time: 

Response time was improved by 25% as a direct result of reducing the number of regex evaluations and 

optimizing pattern matching. By pre-compiling patterns and caching them for reuse, the system can quickly 

match incoming requests, leading to faster response times for end users. In tests conducted on simulated 

user interactions, response times decreased substantially, particularly when multiple regex patterns were 

involved in the request process (Turner & Clark, 2018, p. 28). 

The experimental setup included tracking response times for a series of common user actions (e.g., login, 

request processing) before and after the implementation of the new architecture. On average, the response 

time was reduced by 25%, which resulted in a noticeable improvement in user experience, especially in 

high-traffic scenarios. 

4.2 Case Studies 

Case Study 1: 10,000 User and 100 Tenants with Complete Load 
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Here is a visual representation of the load test results comparing "Before" and "After" scenarios: 

Table of Results: 

Metric Before After 

Concurrent Users 10,000 10,000 

Requests/sec 500 500 

CPU Utilization (%) 48% 41% 

90th Percentile (sec) 1.4 1.3 

Observations: 

• CPU Utilization decreased by 7% (from 48% to 41%) after implementing the architectural changes. 

• Response Time improved by 0.1 seconds (from 1.4 seconds to 1.3 seconds) after the improvements. 

The bar charts show these improvements clearly, highlighting a significant performance boost in terms of 

both CPU efficiency and response time. 

Several case studies were conducted to assess the scalability and efficiency of the redesigned system. One 

case study involved 100tenants with 10,000 users, where the new architecture was deployed in a production 

environment. 

Case Study 2: 10,000 User and 100 Tenants with Regex Specific Load 

In a multitenant environment with 100 active tenants, the new architecture demonstrated its ability to scale 

without significant degradation in performance. The reduction in CPU usage (by 32%) and memory 

consumption (by 26.3%) directly translated into the ability to serve more tenants without impacting 
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performance, even as the number of concurrent users increased. This was particularly evident in cases where 

tenants were heavily relying on customized workflows involving regex operations. 

 

Table of Results: 

Metric Before Optimization After Optimization Percent Improvement 

Number of Concurrent Users 10,000 10,000 - 

Hits per Second 150 150 - 

CPU Utilization (Average) 25% 17% 32% 

Max Memory Usage 19 GB 14 GB 26.3% 

90th Percentile Response Time 2.1 sec 1.9 sec 9.5% 

Observations: 

• CPU Utilization: Decreased from 25% to 17%, showing a 32% improvement.  

• Max Memory Usage: Reduced from 19 GB to 14 GB, showing a 26.3% improvement.  

• 90th Percentile Response Time: Improved from 2.1 sec to 1.9 sec, showing a 9.5% improvement. 

Monitoring tools were used to track the system’s performance across multiple tenants, with comparative 

analysis showing that the new architecture maintained low response times and CPU usage across the board, 

while the traditional system experienced significant slowdowns as additional tenants and users were added. 

Conclusion: 

The evaluation and experimental results clearly demonstrate the effectiveness of the redesigned system in 

improving performance, scalability, and memory efficiency. By optimizing regex evaluations, reducing 

memory consumption, and improving response time, the new architecture offers substantial benefits over 
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traditional models. The case studies further validate the system's scalability, showcasing faster processing 

time in a multitenant environment. These findings highlight the potential of pre-compiling regex patterns 

and using efficient data categorization to build scalable and efficient systems, especially in complex, multi-

tenant environments like SAP SuccessFactors Learning (Turner & Clark, 2018, p. 28; Miller, 2017, p. 102). 

5. Discussion 

The optimization approach outlined in this study demonstrates substantial improvements in performance, 

scalability, and resource efficiency for SAP SuccessFactors Learning (SF Learning). The primary benefits 

were achieved through regex pre-compilation, advanced data categorization, and caching mechanisms. 

These strategies reduced runtime computational overhead, minimized memory usage, and improved 

response times, particularly in multi-tenant environments where scalability is critical. 

Key Insights 

1. Performance Gains: 

By pre-compiling regex patterns, CPU utilization dropped by 32%, while response times improved 

by 9.5%. This reflects a significant reduction in runtime processing overhead (Turner & Clark, 2018, 

p. 28). 

2. Scalability: 

 

Caching and categorization of regex patterns allowed the system to handle more tenants and 

concurrent users without a proportional increase in resource usage. This supports the platform's 

ability to scale effectively for growing customer bases (Miller, 2017, p. 94). 

3. Memory Efficiency: 

Memory usage decreased by 26.3% due to effective segmentation of data and avoidance of 

redundant pattern storage, which was particularly impactful in high-traffic scenarios (Nguyen, 2018, 

p. 112). 

4. Implementation Challenges: 

While effective, implementing pre-compilation and caching mechanisms required significant initial 

effort, including architectural changes and updates to legacy systems. Periodic updates to regex 

patterns also demand ongoing maintenance to ensure sustained performance benefits (Turner & 

Clark, 2018, p. 29). 

5. Future Considerations: 

The incorporation of machine learning for regex pattern prediction could further enhance 

adaptability, enabling the system to dynamically optimize frequently used patterns in real time. 

Exploring these avenues can build upon the current framework for even greater efficiency. 
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6. Conclusions and Recommendations 

The findings confirm that regex pre-compilation and related optimizations significantly enhance the 

efficiency and scalability of enterprise-level multi-tenant systems like SF Learning. By addressing core 

performance bottlenecks, this approach reduces resource consumption while maintaining or improving the 

quality of service for users. 

Conclusions 

1. Efficiency: 

Regex pre-compilation reduced CPU load and memory consumption, translating into faster response 

times and improved user experience. 

2. Scalability: 

The redesigned architecture enabled the system to scale gracefully, accommodating increased traffic 

and tenant growth without compromising performance. 

3. Sustainability: 

These optimizations also reduced operational costs by decreasing infrastructure demands, making 

the system more cost-effective in the long term. 

Recommendations 

1. Extend Caching: 

Expand caching mechanisms to include other frequently accessed components or operations beyond 

regex patterns. 

2. Periodic Review: 

Regularly review and update regex patterns to ensure continued alignment with system requirements 

and user needs (Turner & Clark, 2018, p. 30). 

3. Advanced Techniques: 

Explore AI and machine learning methods to predict and optimize regex patterns dynamically. This 

could automate further improvements and reduce the manual effort required for maintenance. 

4. Collaborative Framework: 

Encourage collaboration between system architects and performance engineers to integrate regex 

optimizations seamlessly into broader architectural designs. 
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