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Abstract  

Class imbalance is a pervasive challenge in predictive modeling, where minority class instances are 

significantly underrepresented, leading to biased models and suboptimal performance. Synthetic 

Minority Over-sampling Technique (SMOTE) is one of the most widely used solutions to address this 

issue by generating synthetic samples for the minority class. This study provides a comprehensive 

evaluation of SMOTE and its variants in handling class imbalance across diverse datasets and model 

types. We assess SMOTE’s impact on predictive performance, model generalizability, and stability 

under different imbalance ratios. Key SMOTE variations, including Borderline-SMOTE, SMOTE-

ENN, and SMOTE-Tomek, are applied and analyzed across metrics such as precision, recall, F1-

score, and area under the precision-recall curve (AUC-PR). Experimental results reveal that while 

SMOTE enhances model performance by providing additional decision boundaries for the minority 

class, certain variants, such as SMOTE-ENN, excel in high-dimensional spaces by removing noisy 

samples post-oversampling. However, SMOTE can introduce synthetic noise when applied without 

consideration of data density and class boundaries. Overall, findings highlight the effectiveness of 

SMOTE and its variants in improving minority class prediction but underscore the importance of 

selecting the appropriate variant based on dataset characteristics and desired performance metrics. 

This study provides practical guidance for data scientists and researchers on utilizing SMOTE for 

imbalanced datasets, promoting robust and fair predictive models in diverse real-world applications. 
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1. INTRODUCTION 

Class imbalance is a critical and frequent challenge in predictive modeling, where certain classes—often the 

ones with the most significance, such as rare diseases or fraudulent transactions—are vastly 

underrepresented in comparison to other classes. This imbalance skews predictive performance, leading 

most machine learning algorithms to favor the majority class. As a result, predictions on the minority class 

can suffer from low recall and precision, undermining model effectiveness in applications where minority 

classes are crucial. Tackling class imbalance has therefore become essential in fields ranging from 

healthcare and finance to text analytics and anomaly detection. 

One of the most popular methods for handling imbalanced datasets is the Synthetic Minority Over-sampling 

Technique (SMOTE), introduced by Chawla et al. in 2002. SMOTE addresses class imbalance by generating 

synthetic samples for the minority class rather than duplicating existing instances. It does so by interpolating 
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between existing minority samples, creating new instances that can help the classifier better define decision 

boundaries for the minority class. This approach has led SMOTE to become a widely used preprocessing 

step, effectively increasing the representation of the minority class without risking overfitting due to sample 

repetition. 

However, the utility of SMOTE varies depending on dataset characteristics and model complexity. To 

address this, several SMOTE variants have been developed, each tailored to different dataset conditions. 

Borderline-SMOTE focuses on generating samples closer to the decision boundary between classes, aiming 

to improve performance in cases with highly overlapping classes. SMOTE-ENN and SMOTE-Tomek 

combine SMOTE with undersampling techniques, removing noisy or ambiguous samples after 

oversampling. These hybrid methods have shown promise in reducing class overlap and enhancing model 

robustness by balancing sample augmentation and noise reduction. Yet, the choice of the most suitable 

SMOTE variant remains dataset-dependent, as each variant has unique effects on model performance. 

The effectiveness of SMOTE and its variants across diverse contexts has not been systematically evaluated, 

despite its widespread use. While SMOTE is often applied as a universal solution to class imbalance, certain 

variants may outperform others depending on factors like imbalance ratio, feature dimensionality, and noise 

levels. For example, SMOTE can introduce synthetic noise if the dataset is highly sparse or if synthetic 

samples extend beyond the minority class boundary, leading to reduced precision. Conversely, techniques 

like SMOTE-Tomek may improve recall in high-dimensional spaces by minimizing class overlap. 

Understanding the nuanced effects of SMOTE and its variants on predictive modeling is essential for 

practitioners who wish to select the most effective approach based on their specific dataset and modeling 

goals. 

This paper aims to provide a comprehensive evaluation of SMOTE and its variants in addressing class 

imbalance across multiple datasets and predictive models. We will analyze the impact of SMOTE, 

Borderline-SMOTE, SMOTE-ENN, and SMOTE-Tomek on various machine learning models, focusing on 

metrics such as precision, recall, F1-score, and area under the precision-recall curve (AUC-PR). By testing 

these techniques under different imbalance ratios and model complexities, this study seeks to identify best 

practices for applying SMOTE in real-world scenarios. 

2. LITERATURE REVIEW 

Class imbalance in machine learning has received significant research attention due to its impact on model 

performance, particularly in applications where minority class prediction is crucial. Various methods have 

been developed to address class imbalance, including cost-sensitive learning, algorithm modification, and 

data-level approaches. Among data-level approaches, the Synthetic Minority Over-sampling Technique 

(SMOTE) and its variants have become foundational techniques for generating synthetic data points in the 

minority class. This section provides an overview of SMOTE and its advanced versions, examining their 

effectiveness, underlying algorithms, and use cases, and concludes with a visual illustration of the SMOTE 

architecture. 

2.1 Synthetic Minority Over-sampling Technique (SMOTE) 

Introduced by Chawla et al. (2002), SMOTE addresses class imbalance by generating synthetic samples 

through interpolation between existing minority class samples. Unlike traditional oversampling, which 

duplicates minority instances and risks overfitting, SMOTE introduces diversity by creating new samples 

along the line segments between randomly selected pairs of minority class instances. Mathematically, for a 
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given minority instance 𝑥𝑖 and one of its k-nearest neighbors𝑥𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟, SMOTE generates a synthetic 

instance𝑥𝑛𝑒𝑤 as follows: 

𝑥𝑛𝑒𝑤 =  𝑥𝑖 +  𝛿. (𝑥𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 − 𝑥𝑖) 

where δ is a random number between 0 and 1. This formula ensures that the synthetic points are linearly 

interpolated between existing minority points, thus enhancing the minority class distribution. Figure 1 below 

illustrates SMOTE’s architecture, where synthetic samples (green points) are generated along the line 

segments connecting minority samples (blue points). 

 

In this diagram, SMOTE's synthetic samples fill the feature space around minority points, providing better 

class representation without redundant duplication. However, while SMOTE improves recall for the 

minority class by expanding its distribution, it may inadvertently create synthetic samples in regions that 

overlap with the majority class, leading to noise. 

2.2 Variants of SMOTE 

To address the limitations of standard SMOTE, several variants have been developed, each with unique 

adjustments to enhance its effectiveness for different types of data. Key SMOTE variants include 

Borderline-SMOTE, SMOTE-Tomek, and SMOTE-ENN, each of which optimizes the sample generation 

and noise reduction process. 

2.2.1 Borderline-SMOTE 

Borderline-SMOTE, proposed by Han et al. (2005), addresses one of SMOTE’s key limitations: the 

generation of synthetic samples in both safe (low-risk) and risky regions near the majority class. In many 

cases, samples near the decision boundary between classes are more critical to model performance. 

Borderline-SMOTE focuses on creating synthetic samples only in these “borderline” regions, where the 

minority class instances are likely to be misclassified. The algorithm identifies minority instances near the 

majority class by examining the k-nearest neighbors and generating synthetic samples closer to the class 

boundary. 

The procedure can be described as follows: 

➢ Identify minority instances near the decision boundary (those with a higher proportion of majority class 

neighbors). 
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➢ Generate synthetic samples along the line segment between each borderline instance and its selected 

minority neighbors. 

Borderline-SMOTE enhances model performance in imbalanced data scenarios with high overlap between 

classes. However, it may still generate some overlap between classes if the boundary is not well-defined. 

2.2.2 SMOTE-Tomek Links 

SMOTE-Tomek, a hybrid approach combining SMOTE with Tomek Links, was designed to further improve 

class separation. Tomek Links are pairs of samples, each from different classes, that are each other’s nearest 

neighbors. When such pairs exist, it implies that these instances lie near the decision boundary and may 

contribute to class overlap or noise. In SMOTE-Tomek, synthetic samples are first generated using SMOTE, 

and then Tomek Links are applied to remove overlapping samples. 

This approach reduces noise and enhances class separation. The SMOTE-Tomek method can be outlined as 

follows: 

➢ Apply SMOTE to generate synthetic minority samples. 

➢ Identify Tomek Links between majority and minority instances. 

➢ Remove Tomek Links, thereby improving the distinction between classes and reducing noisy samples. 

By eliminating potentially overlapping instances, SMOTE-Tomek achieves better separation between 

classes, leading to improved classifier performance. 

2.2.3 SMOTE-ENN (Edited Nearest Neighbors) 

SMOTE-ENN combines SMOTE with Edited Nearest Neighbors (ENN) to further enhance class separation 

and reduce noise. ENN removes any instance (either majority or minority) that is misclassified by itsk-

nearest neighbors, which reduces the number of overlapping samples and isolates the minority class. The 

SMOTE-ENN method is particularly effective in high-dimensional spaces where class overlap is prevalent. 

The process of SMOTE-ENN is as follows: 

➢ Generate synthetic samples using SMOTE to augment the minority class. 

➢ Apply ENN to remove noisy or misclassified samples from the dataset. 

SMOTE-ENN is advantageous in datasets with substantial class overlap and high feature dimensionality, 

where removing noisy samples is critical for accurate classification. 

2.3 Comparison of SMOTE Variants 

Each SMOTE variant has specific advantages and limitations based on the dataset characteristics: 

• Standard SMOTE is effective for moderately imbalanced datasets but may introduce synthetic noise in 

regions near the majority class. 

• Borderline-SMOTE is ideal for datasets with clear decision boundaries, as it focuses on samples near the 

boundary and avoids oversampling in safe zones. 

• SMOTE-Tomek effectively reduces class overlap by removing Tomek Links, enhancing minority class 

separation while retaining critical samples. 
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• SMOTE-ENN removes noise by combining oversampling with ENN, making it suitable for high-

dimensional data with significant overlap. 

These variants enable practitioners to tailor synthetic oversampling techniques to specific data 

characteristics, ultimately improving model performance on imbalanced datasets. 

III. EXPERIMENT SETUP 

The following methodology outlines the experimental design for comparing SMOTE and its key variants in 

handling class imbalance across multiple datasets and machine learning models. This section includes data 

selection, SMOTE technique applications, model training, evaluation metrics, and the experimental 

procedure. 

Here we take the Credit Card Fraud Detection Dataset. It has less than 0.15% fraudulent transactions, which 

makes it an extreme class imbalance dataset. Now we will apply the different SMOTE variants as discussed 

above in the paper to solve the imbalance problem. We use the imblearn.over_sampling library of python to 

try different SMOTE techniques as follows: 

a) SMOTE:  

 
 

b) Borderline SMOTE 
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c) SMOTE + Tomek 

 
 

 

d) SMOTE + ENN 

 

The below-given Figure 2 shows how different SMOTE based resampling techniques used above will work 

out to deal with imbalanced data. 
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VI. RESULTS & EVALUATION 

A comparative analysis was done on the fraud dataset using different models for classification: Decision 

Tree, Random Forest and Logistics Regression. Here we will ignore the accuracy metric to evaluate the 

performance for this imbalanced dataset. We are more interested to know which will be the fraudulent 

transactions in the future data. Hence we will compare the performance of metrics like precision, recall, F1- 

score and AUC-ROC to understand the performance of the classifiers. 

From the below Figure 3 we can see that on the actual imbalance dataset, all the 3 classifier models were not 

able to generalize much on the minority class versus the majority class. Resulting in classifying correctly 

most of the negative class samples. Because of this there were less False Positives compared to more False 

Negatives. After using the different oversampling techniques, we can clearly see quite a bit of increase in the 

Recall on the test data. 
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To understand this better a bar chart is plotted showing the comparative study of results from all the 3 

classifiers in figure 4 below. 

 

V. CONCLUSION 

The results reveal that SMOTE-based techniques can significantly enhance model performance on minority 

classes, particularly in highly imbalanced scenarios where traditional training methods often fail. However, 

the effectiveness of each SMOTE variant varies depending on dataset characteristics and model type, 

underscoring the importance of selecting the appropriate technique based on the specific requirements of a 

predictive modeling task. 

Standard SMOTE demonstrates consistent improvements in recall and F1-score across simpler models like 

logistic regression, making it a reliable choice for general applications. Borderline-SMOTE, with its focus 

on decision boundaries, enhances precision and recall in datasets with high class overlap, particularly when 

misclassification costs are critical. The hybrid techniques, SMOTE-Tomek and SMOTE-ENN, stand out for 

their noise reduction capabilities. SMOTE-ENN achieves the highest overall performance by combining 
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synthetic sample generation with noise removal, which is especially beneficial in high-dimensional spaces 

and for complex models like Random Forest. 

This analysis highlights that while SMOTE and its variants are powerful tools for managing imbalanced 

data, no single technique is universally superior. Instead, each technique’s success depends on factors like 

the imbalance ratio, feature dimensionality, and model complexity. Practitioners should carefully consider 

these aspects when choosing a SMOTE technique, balancing synthetic oversampling with potential noise 

reduction to achieve optimal predictive performance. This study offers practical guidance for data scientists 

and researchers, encouraging the informed application of SMOTE to promote fair and robust predictive 

models in imbalanced data contexts. 
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