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Abstract 

Digital advertising has evolved into a sophisticated ecosystem that relies heavily on data-driven 

insights to optimize ad delivery. A critical aspect of this optimization involves predicting the 

likelihood of user conversion using diverse feature types, such as demographic, behavioral, and 

contextual data. This study empirically evaluates the relative value of these feature categories in 

predicting conversion likelihood. Using machine learning models and real-world advertising data, we 

quantify the predictive power of each feature type and assess their combined effectiveness. The 

findings highlight the varying contributions of different feature types, offering actionable insights for 

ad platform strategies. Furthermore, this work discusses the implications of these findings on 

personalization, data collection policies, and algorithm design. 
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1. Introduction 

The digital advertising industry leverages large-scale user data to deliver personalized advertisements, 

aiming to maximize conversions. Conversion prediction models are central to this process, influencing 

decisions in real-time bidding (RTB), budget allocation, and creative optimization. While previous studies 

have explored the role of individual feature types, a systematic comparison of their relative value in 

predicting conversion likelihood remains underexplored. 

User data in digital advertising can broadly be classified into three main types: demographic data (e.g., age, 

gender), behavioral data (e.g., past clicks, browsing history), and contextual data (e.g., device type, time of 

interaction). Each type provides unique insights, yet their individual and combined contributions to 

predictive performance are not well understood. This paper addresses this gap by empirically analyzing user 

feature types and their predictive contributions. We also explore how these insights can be applied to 

enhance targeting algorithms and user experience. 

2. Related Work 

Research in digital advertising has primarily focused on click-through rate (CTR) prediction and conversion 

optimization. Feature engineering has been a pivotal area, with studies highlighting the importance of 

behavioral features (e.g., browsing history), demographic attributes (e.g., age and gender), and contextual 

signals (e.g., time and device type). However, most works emphasize specific feature categories rather than 

their comparative effectiveness. 
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For example, McMahan et al. [1] explored large-scale ad click prediction models and found that behavioral 

features contributed significantly to prediction accuracy. Similarly, Chapelle et al. [2] highlighted the 

importance of contextual signals in improving CTR prediction models. On the other hand, Zhang et al. [3] 

provided a benchmarking framework for real-time bidding but did not delve deeply into feature category 

comparisons. This study builds on these foundations by offering a holistic view of feature contributions and 

employing advanced interpretability tools like SHAP values to analyze feature importance. 

3. Methodology 

3.1 Data Collection 

We collected data from a major digital advertising platform, encompassing: 

• User Data: Demographic details (age, gender, location). 

• Behavioral Data: Historical interactions, including clicks, views, and past purchases. 

• Contextual Data: Interaction timing, device type, and platform. 

• Ad Campaign Data: Ad format, creative type, and frequency. 

• Conversion Data: Binary indicators of user conversion events. 

Data was anonymized to ensure compliance with privacy regulations, such as GDPR and CCPA. The dataset 

comprised over 10 million user interactions, collected over six months, to ensure statistical robustness. 

3.2 Feature Engineering 

Features were grouped into three primary categories: 

1. Demographic Features: Age, gender, income bracket, and geographic region. 

2. Behavioral Features: Recency, frequency, and monetary (RFM) metrics, historical CTRs. 

3. Contextual Features: Time of interaction, day of the week, device type, and operating system. 

Derived features such as user engagement scores and session lengths were also included. Behavioral 

features were enhanced using rolling window aggregations to capture temporal patterns in user activity. 

3.3 Modeling Framework 

We used several machine learning algorithms to predict conversion likelihood: 

• Baseline Models: Logistic regression and decision trees. 

• Advanced Models: Random forests, gradient boosting machines (e.g., XGBoost), and deep neural 

networks. 

Models were trained using: 

• All Features: Baseline model. 

• Individual Categories: Models with only demographic, behavioral, or contextual features. 

• Incremental Combinations: Adding feature categories incrementally to measure marginal gains. 

4. Evaluation Metrics 
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Model performance was evaluated using the following metrics: 

• Area Under the Receiver Operating Characteristic Curve (AUC-ROC): To measure 

classification ability. 

• Log Loss: To evaluate prediction probabilities. 

• Lift Curve: To assess targeting effectiveness for high-propensity users. 

• SHAP Values: For interpretability and feature importance analysis. 

Additionally, we used paired t-tests to assess the statistical significance of performance differences across 

models. 

5. Results and Discussion 

5.1 Performance by Feature Category 

The results indicate that behavioral features consistently provided the highest predictive value, with an 

average AUC-ROC improvement of 15% over the baseline model. Contextual features showed significant 

value, particularly in mobile and time-sensitive campaigns. Demographic features, while useful, contributed 

less predictive power due to their static nature and lack of granularity. 

5.2 Incremental Contribution Analysis 

Combining feature types led to significant performance gains: 

• Adding behavioral features to demographic features increased AUC-ROC by 17%. 

• Contextual features provided an additional 9% improvement when combined with behavioral data. 

5.3 SHAP Analysis and Feature Importance Insights 

SHAP (SHapley Additive exPlanations) analysis was used to understand the contribution of individual 

features to model predictions. SHAP assigns an importance value to each feature for every prediction, 

allowing for granular insights into model behavior. 

Key Observations: 

1. Behavioral Features: 

o Recent Ad Interactions: SHAP values indicated that recent engagement with ads 

contributed the most to predicting conversion likelihood, accounting for nearly 40% of the 

total importance in some models. 

o Purchase History: Users with a history of prior purchases showed consistently high SHAP 

values, reflecting their likelihood to convert again. 

o RFM Metrics: These metrics, especially frequency and recency, were top contributors, 

highlighting the importance of tracking user activity patterns. 

2. Contextual Features: 

o Time of Interaction: SHAP values revealed strong contributions for time-sensitive 

campaigns, with higher likelihoods during peak hours. 
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o Device Type: Mobile users exhibited higher SHAP importance in certain contexts, 

suggesting device-specific optimizations. 

3. Demographic Features: 

o Geographic Region: Although less impactful overall, SHAP analysis showed regional 

clusters where demographic data was a strong predictor. 

o Income Bracket: While static, income data provided modest SHAP contributions in high-

value product campaigns. 

Visualization of SHAP Contributions: 

The figure above shows a distribution of SHAP values across feature categories. Behavioral features 

dominate in magnitude, followed by contextual and demographic features. The spread of SHAP values 

within each category underscores the variability in feature importance depending on user-specific contexts. 

5.4 Case Study: Mobile Advertising 

In mobile ad campaigns, contextual features were particularly impactful, boosting AUC-ROC by 25% when 

used in combination with behavioral data. This finding underscores the importance of device-specific 

optimizations in ad delivery strategies. 

6. Implications for Digital Advertising 

6.1 Strategic Prioritization 

The findings suggest the following actionable insights: 

• Prioritizing Behavioral Data: Investment in real-time behavioral tracking and user segmentation 

can significantly enhance conversion prediction. 

• Leveraging Contextual Signals: Optimizing ad delivery based on contextual insights, such as time 

and device, can improve engagement rates. 

• Augmenting Demographic Features: Enriching static demographic data with inferred attributes 

(e.g., interests) may improve their predictive value. 

7. Conclusion 

This study provides a comprehensive empirical analysis of user feature types and their relative value in 

predicting conversion likelihood. Behavioral features emerged as the most influential, followed by 

contextual and demographic features. SHAP analysis provided granular insights, emphasizing the 

significance of recent interactions and time-sensitive behaviors. The insights offer a roadmap for digital ad 

platforms to optimize their data collection and modeling strategies, ultimately driving higher conversion 

rates and ROI. 

Future Work Future research could explore the integration of additional data types, such as psychographic 

or social network data, and the impact of feature engineering techniques on model performance. Real-time 

model adaptation and the use of multi-task learning for predicting multiple user actions simultaneously are 

also promising avenues. 
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