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Abstract- Aspect Based Sentiment Analysis (ABSA) means to recognize perspectives and feeling 

polarities towards a given viewpoint in audits. Contrasted and general opinion investigation, ABSA can 

give more point by point and complete data. As of late, ABSA has turned into a significant errand for 

normal language understanding and has drawn in extensive consideration from both scholarly and 

industry fields. The opinion extremity of a sentence isn't just settled by its substance yet in addition has 

a moderately critical connection with the designated angle. Hence, we propose a model for angle based 

opinion examination which is a blend of Convolutional Neural Network (CNN) and Gated Recurrent 

Unit (GRU), using the neighborhood highlights produced by CNN and the drawn out reliance learned 

by GRU. Broad investigations have been directed on datasets of inns and vehicles, and results show that 

the proposed model accomplishes great execution as far as viewpoint extraction and feeling order. Tests 

additionally show the incredible space extension ability of the model.  
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INTRODUCTION    

Aspect-Based Sentiment Analysis (ABSA) is a type of text analysis that categorizes opinions by aspect and 

identifies the sentiment related to each aspect. The goal here for the ABSA system is to identify the two aspects 

– design and price – with their related sentiment. In other words, design: positive, price: negative. Aspect-

Based Sentiment Analysis (ABSA) is a type of text analysis that categorizes opinions by aspect and identifies 

the sentiment related to each aspect. By aspects, we consider attributes or components of an entity (a product 

or a service, in our case). The sentiment polarity of a sentence is not only decided by its content but also has 

a relatively significant correlation with the targeted aspect. For this reason, we propose a model for aspect-

based sentiment analysis which is a combination of Convolutional Neural Network (CNN) and Gated 

Recurrent Unit (GRU), utilizing the local features generated by CNN and the longterm dependency learned 

by GRU.  

.   

MOTIVATION  

 This project aimed to creating a system it has always been a challenge for quantitative analysts and 

researchers. convolutional neural network is one of the most effective methods to do image classification, 

CNN has a convolutional layer to extract information by a larger piece of text, so we work for sentiment 

analysis with convolutional neural network, and we design a simple convolutional neural network model and 

character representation by combining GRU.  

  

PROBLEM DEFINATION   

Aspect-based sentiment analysis identifies the aspects of a given target entity and the sentiment expressed 

toward each aspect. Aspect categories (eg, food, price) identify coarser features than aspect terms, and they 

do not necessarily occur as terms in a given sentence.  
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LITERATURE SURVEY  

This chapter contains the existing and established theory and research in this report range. This will give a 

context for work which is to be done. This will explain the depth of the system. Review of literature gives a 

clearness and better understanding of the exploration/venture. A literature survey represents a study of 

previously existing material on the topic of the report. This literature survey will logically explain this system.  

 

Combination of Convolutional Neural Network and Gated Recurrent Unit for Aspect-Based Sentiment 

Analysis Aspect-based sentiment analysis (ABSA) aims to identify views and sentiment polarities towards a 

given aspect in reviews. Compared with general sentiment analysis, ABSA can provide more detailed and 

complete information. Recently, ABSA has become an important task for natural language understanding and 

has attracted considerable attention from both academic and industry fields. The sentiment polarity of a 

sentence is not only decided by its content but also has a relatively significant correlation with the targeted 

aspect. For this reason, we propose a model for aspect-based sentiment analysis which is a combination of 

Convolutional Neural Network (CNN) and Gated Recurrent Unit (GRU), utilizing the local features generated 

by CNN and the longterm dependency learned by GRU. Extensive experiments have been conducted on 

datasets of hotels and cars, and results show that the proposed model achieves excellent performance in terms 

of aspect extraction and sentiment classification. Experiments also demonstrate the great domain expansion 

capability of the model[1]. Combination of Convolutional and Recurrent Neural Network for Sentiment 

Analysis of Short Texts Sentiment analysis of short texts is challenging because of the limited contextual 

information they usually contain. In recent years, deep learning models such as convolutional neural networks 

(CNNs) and re- current neural networks (RNNs) have been applied to text sentiment analysis with 

comparatively remarkable results. In this paper, we describe a jointed CNN and RNN architecture, taking 

advantage of the coarse-grained local features generated by CNN and long-distance dependencies learned via 

RNN for sentiment analysis of short texts. Experimental results show an obvious improvement upon the state-

of-the-art on three benchmark corpora, MR, SST1 and SST2, with 82.28% , 51.50% and 89.95% accuracy, 

respectively [2]. Gated Recurrent Unit with Multilingual Universal Sentence Encoder for Arabic Aspect-

Based Sentiment Analysis The increasing interactive con- tent in the Internet motivated researchers and data 

scientists to conduct AspectBased Sentiment Analysis (ABSA) research to understand the various sentiments 

and the different aspects of a product in a single user’s comment. Determining the various aspects along with 

their polarities (positive, negative, or neutral) from a single comment is a challenging problem. To this end, 

we have designed and developed a deep learning model based on Gated Recurrent Units (GRU) and features 

extracted using the Multilingual Universal Sentence Encoder (MUSE). The proposed Pooled-GRU model 

trained on a Hotels’ Arabic reviews to address two ABSA tasks: (1) aspect extraction, and (2) aspect polarity 

classification. The proposed model achieved high results with 93.0% F1 score in the former task and 90.86% 

F1 score in the latter task. Our experimental results show that our proposed model outperforms the base- line 

model and the related research methods evaluated on the same dataset. More precisely, our proposed model 

showed 62.1% improvement in the F1 score over the baseline model for the aspect extraction task and 15% 

improvement in the accuracy over the baseline model for the aspect polarity classification task[3]. 

Convolutional LSTM network: a deep learning approach for sentiment analysis in cloud computing The rapid 

development of social media, and special websites with critical reviews of products have created a huge 

collection of resources for customers all over the world. These data may contain a lot of information including 

product reviews, predicting market changes, and the polarity of opinions. Machine learning and deep learning 

algorithms provide the necessary tools for intelligence analysis in these challenges. In current competitive 

markets, it is essential to understand opinions, and sentiments of reviewers by extracting and analyzing their 

features. Besides, processing and analyzing this volume of data in the cloud can increase the cost of the system, 

strongly. Fewer dependencies on expensive hard- ware, storage space, and related software can be provided 

through cloud computing and Natural Language Processing (NLP). In our work, we propose an integrated 

architecture of Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) network to 

identify the polarity of words on the Google cloud and performing computations on Google Collaboratory. 

Our proposed model based on deep learning algorithms with word embedding technique learns features 

through a CNN layer, and these features are fed directly into a bidirectional LSTM layer to capture long-term 

feature dependencies. Then, they can be reused from a CNN layer to provide abstract features before final 

dense layers. The main goal for this work is to provide an appropriate solution for analyzing sentiments and 
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classification of the opinions into positive and negative classes. Our implementations show that found on the 

proposed model, the accuracy of more than 89.02% is achievable[4].  

  

PROPOSED SYSTEM   

Gated Recurrent Unit with Multilingual Universal Sentence Encoder for Arabic Aspect-Based  

Sentiment Analysis The increasing interactive con- tent in the Internet motivated researchers and data 

scientists to conduct Aspect-Based Sentiment Analysis (ABSA) research to understand the various sentiments 

and the different aspects of a product in a single user’s comment. Determining the various aspects along with 

their polarities (positive, negative, or neutral) from a single comment is a challenging problem. To this end, 

we have designed and developed a deep learning model based on Gated Recurrent Units (GRU) and features 

extracted using the Multilingual Universal Sentence Encoder (MUSE). The proposed Pooled-GRU model 

trained on a Hotels’ Arabic reviews to address two ABSA tasks: (1) aspect extraction, and (2) aspect polarity 

classification. The proposed model achieved high results with 93.0% F1 score in the former task and 90.86% 

F1 score in the latter task. Our experimental results show that our proposed model outperforms the base- line 

model and the related research methods evaluated on the same dataset. More precisely, our proposed model 

showed 62.1% improvement in the F1 score over the baseline model for the aspect extraction task and 15% 

improvement in the accuracy over the baseline  

model for the aspect polarity classification task  

  

SYSTEM ARCHITECTURE   

 
Fig -1: System Architecture Diagram 

 

ADVANTAGES  

• To recognize patterns in dataset  

• Training will provide pro% accuracy  

• automatically analyze massive amounts of data in detail  

• Easy to system  

• Provide better solution in Low Cost  
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• Saves money and time  

  

DISADVANTAGES   

• Internet: It is an important factor to which training the dataset.  

• Data Privacy Concerns: Analyzing personal sentiments raises privacy issues.  

• Real-time Challenges: Sentiments on social media change rapidly, posing challenges for real-time 

analysis.  

• Ambiguity: Sarcasm and ambiguity in social media posts can lead to misinterpretations.  

 

APPLICATIONS   

• Organization  

• Sports Department  

• Online Shopping Applications  

  

CONCLUSION   

Hence, we are overcoming the drawback of existing system, we are providing the better solution than existing 

system in affordable cost. We proposed a system which is use to identify the aspect sentiments detection using 

CNN algorithm, which is based deep learning.  
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